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Abstract. This technical report details an experimental study aimed
at evaluating the integration of AI, specifically ChatGPT, into ethical
hacking. Conducted in a controlled virtual environment using a MacBook
Pro host with VirtualBox 7, the study focused on assessing ChatGPT’s
efficacy in aiding the penetration testing of target virtual machines, in-
cluding one running Windows. This experiment was carried out to val-
idate the claims made in the companion position paper, "Unleashing
AI in Ethical Hacking". The primary aim was to explore ChatGPT’s
utility in enhancing various stages of ethical hacking, such as Recon-
naissance, Scanning, Gaining Access, Maintaining Access, and Covering
Tracks. This technical report comprehensively documents the laboratory
experiment and will be used to support the position paper, which is being
prepared for conference presentation. The results underscore ChatGPT’s
highly effective and remarkably helpful role in supporting and stream-
lining the penetration testing process.
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1 Introduction

In the rapidly advancing field of cybersecurity, the integration of AI technolo-
gies, particularly ChatGPT3 [2], into ethical hacking [5] is opening new avenues
for enhancing security protocols and strategies. This report presents a compre-
hensive overview of a laboratory experiment conducted to assess the practical
application of ChatGPT within the realm of ethical hacking. The experiment
was structured as a controlled cyber-attack simulation on a local network of
virtual machines hosted on VirtualBox. The primary focus was on evaluating
ChatGPT’s role and effectiveness in facilitating various stages of ethical hack-
ing, specifically targeting a Windows Vista VM. Additionally, the experiment
served as a preliminary analysis for a future test involving a Debian VM.

This exploration into ChatGPT’s capabilities aimed to bridge the gap be-
tween theoretical AI advancements and their tangible application in real-world
3 https://openai.com/blog/chatgpt
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cybersecurity scenarios. By simulating ethical hacking processes and incorpo-
rating AI-driven insights and strategies, the study sought to provide a deeper
understanding of how AI tools like ChatGPT can augment traditional cyberse-
curity methodologies. The findings and observations documented in this report
are expected to contribute significantly to the ongoing discourse in the cyber-
security community about leveraging AI for more robust and dynamic defense
mechanisms against evolving cyber threats.

The remainder of the technical report is organised as follows. Section 2 ex-
plores the laboratory setup, and section 3 outlines our methodology. Section 4
details the execution of our experiment. Section 5 discusses the potential ben-
efits and risks. Section 6 reviews related work, and, section 7 summarises our
conclusions and outlines plans for future work. Finally, appendix A lists all the
figures referenced in this technical report.

2 Laboratory Setup

2.1 Physical Host

The experiment utilised a MacBook Pro with 16 GB RAM, a 2.8 GHz Quad-Core
Intel Core i7 processor, and 1 TB of storage, providing sufficient computational
capabilities for virtualisation (see Figs. 1 and 2).

2.2 Virtual Environment Configuration

The virtualisation of the network was achieved using VirtualBox 7 (see Fig. 3),
a reliable tool for creating and managing virtual machine environments. The
virtual setup included the following virtual machines (VMs).

1. Kali Linux VM: this machine functioned as the primary attack platform
for conducting the penetration tests. It is equipped with the necessary tools
and applications for ethical hacking.

2. Windows VM: this machine, running a 64-bit version of Windows Vista
with a memory allocation of 512 MB, was the principal target for penetration
testing within the experiment.

3. Linux VM: this machine, operating on a 64-bit Linux Debian system and
allocated 512 MB of memory, was reserved for future testing and analysis.

The network configuration was established in a local NAT (Network Address
Translation) network setup, allowing for seamless communication between the
VMs and simulating a realistic network environment suitable to penetration
testing and cybersecurity research.

2.3 Generative AI Tool

The experiment leveraged ChatGPT-44 (Paid Version) for its advanced AI ca-
pabilities and efficient response time. The selection of ChatGPT-4 was primarily
4 https://openai.com/gpt-4
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based on its prominent status as a leading generative AI (GenAI) tool, offering
cutting-edge technology to enhance the ethical hacking process. It’s crucial to
note, however, that other GenAI tools are also available, e.g. Google’s Bard5 and
GitHub’s Co-Pilot6, which could potentially be utilised in similar contexts. The
methodologies and processes described are applicable to both the paid and free
versions of ChatGPT, with the paid version chosen for improved performance in
this study.

3 Methodology

In a nutshell, the experiment followed the structured phases of ethical hacking,
with ChatGPT’s guidance integrated at each step, as follows.

1. Reconnaissance: ChatGPT was used to gather and analyse information
about the target VMs, including scanning to discover alive machines.

2. Scanning: Network and vulnerability scanning were conducted using tools
like nmap, with ChatGPT providing insights into interpreting the scan re-
sults and identifying potential vulnerabilities.

3. Gaining Access (Windows Vista VM): Focused on exploiting identi-
fied vulnerabilities using the Metasploit framework. ChatGPT assisted in
selecting and configuring the appropriate exploit (EternalBlue).

4. Maintaining Access: ChatGPT suggested methods for maintaining ac-
cess, such as creating backdoor accounts and escalating privileges within the
compromised system.

5. Covering Tracks & Documentation: In the post-exploitation phase,
ChatGPT advised on strategies to effectively erase traces of the penetration
test, thereby reducing the likelihood of detection by system administrators.
This included log manipulation and account removal. Additionally, Chat-
GPT assisted in documenting the ethical hacking process, ensuring com-
prehensive reporting of methodologies, findings, and recommendations for
enhancing system security.

Indeed, we initiated our experiment by asking ChatGPT to provide a concise
explanation of the five ethical hacking stages, along with a list of commonly used
Kali commands for each stage. ChatGPT provided an informative response, as
illustrated in Fig. 4.

4 Execution

4.1 Objective

Our objective is to leverage ChatGPT’s capabilities to assist in the ethical hack-
ing process, aiming to gain unauthorised access to the target Windows VM. This
experiment serves to demonstrate ChatGPT’s practical application in real-world
cybersecurity scenarios.
5 https://bard.google.com/
6 https://github.com/features/copilot/
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4.2 Reconnaissance

During this phase, we have followed the steps listed below.

1. As an integral part of the initial reconnaissance phase, our aim is to identify
active machines within the target network in order to select our target. To
achieve this, we posed the following question to ChatGPT: "I’m currently
in the initial stage of ethical hacking, known as Reconnaissance. Could you
please provide a list of the top 4 commands I can use on my Kali machine
to find out which devices are currently active on my local network?". As
depicted in Fig. 5, ChatGPT responded with a useful compilation of potential
Kali terminal commands, including nmap, netdiscover, and arp-scan, along
with examples on their utilisation.

2. Next, we have transitioned to our Kali ‘attack’ machine and applied the
recommendations provided by ChatGPT. As a result, we have successfully
identified the active devices within the target network, as evidenced in Fig. 6.

3. To determine the IP address of our Kali ‘attack’ machine, we employed the
‘hostname’ command with the ‘-I’ option, as shown in Fig. 7.

4. In order to make well-informed estimations regarding potential target ma-
chines, we can exclude both our Kali IP address and the standard default
gateway (refer to Fig. 10). We can further seek guidance from ChatGPT,
wherein it analyses the ‘arp-scan’ command output, listing active network
nodes, and the ‘hostname’ command output, specifying the Kali machine
IP address. ChatGPT performs this analysis and offers educated insights
through a question-answer chat communication, as shown in Figs. 8 and 9.

5. As a result of the analysis presented above, we can pinpoint the VMs with
the IP addresses 198.168.1.6 and 198.168.1.7 as potential targets. This allows
us to proceed to the second scanning stage.

4.3 Scanning

During this scanning stage, ethical hackers use automated tools to scan the target
system or network for vulnerabilities. This can include port scanning, vulnera-
bility scanning, and more. In our specific scenario, the system that demands
our scanning attention is the Windows machine identified by the IP address:
‘192.168.1.6’.

Analogous to preparing for a physical break-in, where determining the house
address (reconnaissance) is the initial step, now that we have acquired the ad-
dress (192.168.1.6), we can proceed to conduct a thorough inspection of the house
to determine if any windows (ports) left open that may represent vulnerabilities.

We initiated this phase by consulting ChatGPT for a compilation of key com-
mands suitable for gathering comprehensive information about a specific target
(192.168.1.6) using our Kali machine. We explained to ChatGPT that our objec-
tive was to acquire extensive knowledge about this particular system to prepare
for a forthcoming attack. As depicted in Fig. 11, ChatGPT provided us with a
brief list of potential scanning commands, prominently featuring "nmap -A -T4
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192.168.1.6". ChatGPT further clarified that the "nmap -A -T4 192.168.1.6"
command performs an aggressive scan, including OS detection, version detec-
tion, script scanning, and traceroute. The "-T4" option speeds up the scan with
an aggressive timing template, while nmap, by default, scans the top 1,000 TCP
ports. To scan all 65,535 ports on the target, we simply add the ‘-p-’ option (see
Fig. 12).

Subsequently, we employed the ChatGPT-recommended key command, "nmap
-A -T4 -p- 192.168.1.6" to perform an exhaustive scan of our target machine.
The nmap scan results, unequivocally identifying our Windows target VM, are
presented in Fig. 13. We tasked ChatGPT with the analysis of these results and
solicited suggestions for potential unauthorised access routes. ChatGPT high-
lighted that the nmap scan unveiled potential avenues for attack, most notably
the open SMB (Server Message Block) ports 139 and 445, which may harbor vul-
nerabilities, including the infamous EternalBlue (MS17-010) exploit for remote
code execution. Comprehensive insights into other conceivable attack vectors,
such as man-in-the-middle attacks, are elaborated in Figs. 14 and 15. We will
then consult ChatGPT on exploiting the EternalBlue vulnerability, progressing
to the next phase where we will attempt to gain access.

4.4 Gaining Access

In this phase, we seek guidance from ChatGPT to gain access to the Windows
VM with the IP address 192.168.1.6 using our Kali attack machine. To simplify
the process, we have chosen to exploit the EternalBlue vulnerability via Metas-
ploit. Our request to ChatGPT involves receiving instructions on utilising Metas-
ploit on our Kali machine to execute the EternalBlue (MS17-010) attack after
first confirming the system’s vulnerability to this exploit. As depicted in Figs. 16
and 17, ChatGPT has provided a step-by-step guide. We begin by launching
Metasploit with the ‘msfconsole’ command, and, then, proceed to search for the
EternalBlue module using ‘search eternalblue’. Next, we select the EternalBlue
exploit module with ‘use exploit/windows/smb/ms17_010_eternalblue’, set the
necessary options, including the target host IP address using ‘set RHOSTS
192.168.1.6’, and, optionally, configure the payload, which is set by default any-
way. ChatGPT advises checking the target’s vulnerability with the ‘check’ com-
mand, thereby confirming the system’s susceptibility (see Fig. 22). Finally, to
execute the exploit, we run the ‘exploit’ command, resulting in successful system
ownership and root access (as shown in Fig. 23). For a visual representation of
this step-by-step process, please refer to Figs. 18, 19, 20, 21, 22, 23, and 24.

4.5 Maintaining Access

In this stage of ethical hacking, our objective is to ensure we can re-enter the
system in the future, ideally without being detected. Typically, achieving persis-
tent access requires elevated privileges, often in the form of administrator or root
access. As a result, we would typically turn to ChatGPT to assist us in elevating
our access level. Fortunately, in the previous stage, we successfully exploited the



6 H. Al-Sinani & C. Mitchell

‘EternalBlue’ vulnerability, granting us administrator access (see Fig. 24). With
this in mind, we consulted ChatGPT for guidance on maintaining persistent
access. As shown in Fig. 25, ChatGPT provided a list of recommendations for
establishing persistent access. These include creating backdoors, utilising scripts
for persistence, manipulating services or scheduled tasks, DLL hijacking, and
modifying registry keys. For simplicity, we requested a step-by-step guide from
ChatGPT on creating a basic backdoor by adding a new user account with ad-
ministrative privileges. As illustrated in Fig. 26, ChatGPT offered a detailed
guide, which involves creating a new user account using the command: ‘execute
-f cmd.exe -c -H -i -a "/c net user newusername password /add"’, adding this
user to the administrators group using the command: ‘execute -f cmd.exe -c -H -i
-a "/c net localgroup administrators newusername /add"’, and verifying the new
user’s addition, such as through the command: ‘execute -f cmd.exe -c -H -i -a
"/c net localgroup administrators"’ (see Figs. 27 and 28). Following ChatGPT’s
instructions meticulously, we confirmed the successful addition of the new user
to the admin group (see Fig. 28). Subsequently, we also tested this by restarting
the Windows target machine and successfully confirmed our ability to log in us-
ing the newly created user through the standard Windows login procedure (see
Figs. 29 and 30).

4.6 Covering tracks and documentation

This (fina) phase comprises two parts:

1. covering our tracks, which involves erasing or minimising evidence of our
activities within the target system, crucial to avoid detection and maintain
the system as close to its original state as possible; and

2. documentation, which involves creating the pen-test report, a topic dis-
cussed later.

In the first part, aiming to remain undetected, we asked ChatGPT for a detailed
guide on effectively covering our tracks. As shown in Figs. 31 and 32, ChatGPT
provided a list of actions to achieve this, including:

– the optional removal of the newly added user account (Haitham) using the
command: ‘meterpreter > execute -f cmd.exe -c -H -i -a "/c net user Haitham
/delete"’;

– clearing system logs with the command: ‘meterpreter > clearev’;
– deleting any files created or downloaded onto the target system;
– uninstalling any software or tools;
– resetting system settings;
– removing scheduled tasks for persistence;
– flushing DNS and ARP cache with ‘ipconfig /flushdns’ and ‘arp -d *’ to

eliminate network activity traces; and, finally,
– gracefully closing the ‘Meterpreter’ session using the ‘exit’ command.
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While we have implemented some of these recommendations, such as clearing
system logs (see Fig. 33), it’s worth noting ChatGPT’s caution that clearing logs
can raise suspicion in real-world scenarios and might not always be advisable.

As for the second part, the documentation part, it is crucial for ethical hack-
ers to produce a comprehensive and thorough report for each penetration testing
assignment. Therefore, we asked ChatGPT to assist us in composing a detailed
report for our penetration test (simulation) assignment using all the informa-
tion that ChatGPT already knows about from out chat-based communication.
As shown in Figs. 34 and 35, ChatGPT first responded with a template that
we can use to structure our report, along with guidance on what to include in
each section. Since providing the template was not satisfactory, we asked Chat-
GPT again to write a comprehensive and detailed report for this penetration
testing assignment using the recommended template and the information we
have discussed in our chat, incorporating as much detail as feasible and provid-
ing supporting evidence where relevant. This time around, ChatGPT responded
with a well-written and accurate penetration test report, including writing the
‘Executive Summary, ‘Introduction’, ‘Methodology’, ‘Findings and Results’, ‘At-
tack Narrative’, ‘Conclusions and Recommendations’, as well as suggestions for
‘Appendices’ . In subsequent questions to ChatGPT, we further tweaked and
improved the ChatGPT-produced report, including specifying the target organ-
isation, time period, and the date (see Figs. 36 and 37).

5 Discussion: Benefits and Potential Risks

The domain of ethical hacking, a critical component of comprehensive security
strategies, presents an intriguing arena for the application of advanced AI sys-
tems like ChatGPT. By leveraging the generative and understanding capabilities
of ChatGPT, we can envision a paradigm shift in how security assessments and
penetration tests are conducted.

Primarily, ChatGPT’s potential in automating the scripting and execution
of sophisticated penetration tests cannot be overstated. The model’s capacity
to understand and write code enables it to generate custom scripts tailored to
specific environments or scenarios. It could potentially analyse a target system’s
architecture and suggest relevant tests, thereby streamlining the reconnaissance
phase of ethical hacking.

Beyond scripting, the interactive nature of ChatGPT positions it as an ideal
assistant for real-time problem-solving during penetration testing. Ethical hack-
ers can consult the model for troubleshooting, brainstorming exploitation strate-
gies, or even for learning about novel vulnerabilities and techniques on-the-fly.
Its vast knowledge base can act as an immediate reference for the latest CVEs
(Common Vulnerabilities and Exposures) and mitigation strategies.

The adaptability of ChatGPT also suggests a role in social engineering simu-
lations. It could craft credible phishing emails, create dialogue for vishing (voice
phishing), or assist in developing pretext scenarios for physical security breaches.
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This would enable organisations to better train their staff against a variety of
social engineering attacks.

From a defensive standpoint, ChatGPT can be utilised to simulate an at-
tacker’s mindset and tactics. It can help in generating hypothetical attack sce-
narios, thereby allowing security teams to better prepare and defend against
potential breaches. Moreover, the AI’s capability to understand and interpret a
wide range of data could be pivotal in anomaly detection, effectively identifying
unusual patterns that may signify a security threat.

However, in the integration of AI, particularly ChatGPT, into ethical hack-
ing, a thorough examination of ethical considerations is essential. Utilising AI
in cybersecurity introduces efficiency and effectiveness but also brings forth se-
rious concerns around data privacy, informed consent, and potential misuse.
The reliance on advanced AI systems like ChatGPT poses risks, such as the
unintentional discovery and exploitation of zero-day vulnerabilities. This could
inadvertently provide malicious actors with powerful tools to exploit these vul-
nerabilities before they are known to the broader security community. Moreover,
the automation of processes like social engineering by AI raises significant eth-
ical questions. These tools could be misused to conduct highly sophisticated
and targeted cyber-attacks, blurring the lines of ethical hacking practices. AI
systems inherently process vast amounts of data, some of which may be sensi-
tive or personal, thus necessitating strict adherence to data privacy laws and
ethical guidelines. Ensuring that the data used for training and operation is in
compliance with privacy laws and ethical guidelines becomes paramount to main-
taining the integrity of cybersecurity efforts. Ethical hacking principles—legality,
non-disclosure, and intent to do no harm—must be rigorously upheld in the AI
domain to prevent unauthorised or unintended use. Additionally, AI-facilitated
simulations of cyber-attacks for training or testing must involve fully informed
consent from all parties. This research recognises these ethical dimensions and
underscores the necessity for robust ethical standards and practices in the evolv-
ing domain of AI-assisted cybersecurity.

In conclusion, the convergence of ChatGPT’s AI capabilities with ethical
hacking offers a promising new frontier in cybersecurity. With its sophisticated
language processing and generation abilities, ChatGPT could potentially revo-
lutionise the way ethical hacking is performed, making it more efficient, compre-
hensive, and up-to-date with current threats. However, this technological leap
forward must be approached with caution, ensuring that its application in ethi-
cal hacking consistently aligns with the highest standards of security and ethical
practice.

6 Related Work

The intersection of AI and cybersecurity is a vibrant area of research, with stud-
ies ranging from AI’s role in detecting intrusions to aiding in offensive security
like ethical hacking. Foundational work by Handa et al. [4] has showcased ma-
chine learning’s proficiency in network intrusion detection. Expanding the scope,
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Bertino et al. [1] have surveyed AI’s utility in streamlining penetration testing
processes. The rise of sophisticated language models like GPT-3, introduced by
Brown et al. [2], has heralded new research possibilities, such as exploring AI’s
capability in crafting realistic phishing attacks, a topic delved into by Zannet-
tou [6]. Contemporary studies, like those by Gupta et al. [3], dualize AI’s role,
showing how it could be wielded for cyberattacks or harnessed for cyber defense
and ethical guidance. Our position paper, along with this technical report, seeks
to expand on these discussions, offering an in-depth exploration of ChatGPT’s
role across all stages of ethical hacking — a topic that is not fully explored in
existing literature. This contribution aims to provide a comprehensive frame-
work for integrating generative language models into ethical hacking, enriching
the discourse on AI’s multifaceted role in cybersecurity.

7 Conclusions and Future Work Directions

The results detailed in this technical report clearly show that ChatGPT is an
effective and impactful tool in the field of ethical hacking. The experiment, con-
ducted carefully in a controlled virtual environment, supports the claims made in
our associated position paper, "Unleashing AI in Ethical Hacking." By incorpo-
rating ChatGPT into different stages of ethical hacking, ranging from Reconnais-
sance and Scanning to Gaining Access, Maintaining Access, and Covering Tracks,
the experiment has demonstrated notable improvements in both the efficiency
and effectiveness of penetration testing. In conclusion, this report demonstrates
how combining human skills and AI’s computing ability can enhance cybersecu-
rity measures. The effectiveness of ChatGPT in assisting with various tasks in
penetration testing highlights its potential as an important tool in this field.

As we look ahead, the technical report sets the groundwork for a series of
future, hands-on, research-driven experiments aimed at not only further substan-
tiating the claims made in our companion position paper but also at refining it
to encompass a wider array of hacking domains. Upcoming efforts will concen-
trate on utilising ChatGPT for penetration testing in environments operating on
Linux and MacOS, thereby broadening the reach of our research. Additionally,
we plan to broaden the application of our methods across various ethical hacking
fields, including privilege escalation, wireless security, the OWASP top 10 vulner-
abilities, cryptography, steganography, and mobile app security. Through these
experiments, we aim to continually adapt and update the proposed ChatGPT-
penetration testing model to meet and counter the rapidly evolving landscape of
cyber threats, ensuring its effectiveness against the sophisticated and emerging
attack vectors of the future.
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A Appendix

Fig. 1. MacBook: the physical host

Fig. 2. MacBook size
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Fig. 3. VirtualBox & VMs

Fig. 4. The five ethical hacking stages
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Fig. 5. Reconnaissance

Fig. 6. Network scanning

Fig. 7. Kali IP address
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Fig. 8. Asking ChatGPT to analyse command outputs for potential target identifica-
tion
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Fig. 9. Command output analysis for target identification by ChatGPT
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Fig. 10. Standard default gateway
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Fig. 11. Key scanning commands
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Fig. 12. Number of ports to scan

Fig. 13. Nmap scan
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Fig. 14. Consulting ChatGPT for potential attack vectors
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Fig. 15. Potential attack vectors
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Fig. 16. ChatGPT guidance on gaining access — part 1
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Fig. 17. ChatGPT guidance on gaining access — part 2
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Fig. 18. The ‘msfconsole’ command
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Fig. 19. The ‘search’ command

Fig. 20. The ‘use’ command

Fig. 21. The ‘set’ command

Fig. 22. The ‘check’ command



Unleashing AI in Ethical Hacking 25

Fig. 23. The ‘exploit’ command

Fig. 24. The ‘getuid’ command
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Fig. 25. ChatGPT’s recommendations on maintaining access
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Fig. 26. ChatGPT’s guide to creating a basic backdoor
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Fig. 27. Adding a new user

Fig. 28. Adding the new user to administrator group
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Fig. 29. Windows standard login screen

Fig. 30. Logged in with the new user (Haitham)
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Fig. 31. ChatGPT suggestions for covering tracks — part 1
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Fig. 32. ChatGPT suggestions for covering tracks — part 2
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Fig. 33. Clearing system logs
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Fig. 34. PenTest report template generated by ChatGPT — part 1
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Fig. 35. PenTest report template generated by ChatGPT — part 2
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Fig. 36. ChatGPT-produced PenTest report — part 1
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Fig. 37. ChatGPT-produced PenTest report — part 2
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